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Abstract. This paper is devoted to the optimal design of polymeric materials through control of the cooling
during the crystallization process. The optimality is defined in terms of optimal mechanical properties, which are
directly related to the morphology of the solidified polymeric material. As a characterizing mathematical entity
to be controlled the contact interface density is introduced and its relations to other structure variables such as
temperature and crystallinity is discussed. Not only a general optimal control approach is presented, but also
some relevant special cases are discussed, for which a more detailed analysis can be carried out. It is shown that
under reasonable conditions on the parameters and the process, these optimal-control problems have solutions in
appropriate function spaces and the optimality conditions derived from the Lagrangian formulation are discussed.
Finally, the numerical approximation is discussed and results for some test examples are presented.
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1. Introduction

Crystallization processes play a fundamental role in structure development and material pro-
cessing for many types of materials such as polymers or steel. In general, crystallization is
modeled as a birth-and-growth process, consisting of the birth of crystals (nucleation), which
is a stochastic process in time and space, and their growth, which is usually modeled in a
deterministic way. Over the last years and decades, much research has been concerned with the
mathematical description of such processes in order to obtain insight into the structure forma-
tion during solidification. The common idea of most approaches is the meso- or macroscopic
description of the process by mean quantities, which are derived as averages or expected
values of the corresponding (stochastic) microscopic quantities.

Obviously, such a modeling procedure heavily relies on the understanding of nucleation
and growth on the microscale as well as on the determination of important material para-
meters, which is a difficult task in practice. Polymers are a class of materials, where these
subprocesses seem to be well-understood (cf. [1] for a comprehensive overview) and where
material parameters can be determined, either in direct or in indirect ways by parameter iden-
tification techniques (cf., e.g., [2–5]). Therefore, mathematical models for structure formation
have been used in this area with particular success. The usual structure variables used for the
macroscopic description of non-isothermal crystallization are the temperature θ and degree of
crystallinity ξ , as functions of space and time. The degree of crystallinity ξ(x, t) represents
the probability that a point x belongs to the crystalline phase �t at time t ; it can be interpreted
equivalently as the expected value of the indicator function of the crystalline phase. We will
review the basic models for the evolution of these structure variables in Section 2.
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Figure 1. A polymeric crystal grown in a 2D experiment (above) and the final morphology (right, both obtained
with isotactic Polypropylene).

In industrial applications, models for non-isothermal crystallization are not only used to
obtain further insight into the process, but also for predicting mechanical properties of the final
product. As we will see in Section 1.1, these properties are mainly related to the morphology
(in particular to the distribution of grain sizes, cf. [6, 7]) of the final crystalline structure,
which is illustrated in Figure 1. Therefore, it seems to be a natural next step to control the
crystallization process in such a way that the final morphology is optimal with respect to
some suitable criterion. The physical quantity that can be controlled in the easiest way is the
cooling rate at the boundary of the sample. In this paper we shall develop a mathematical
framework for such an optimal-control approach and investigate the structure of solutions
from an analytical, as well as a numerical point of view.

This paper is organized as follows: in Section 1.1 we discuss typical industrial needs for
polymeric materials and their implication for an "optimal structure". In Section 2 we recall
some basic models for crystallization and the interaction with heat transfer, with a special
focus on morphological state variables in Section 2.1. There we also introduce the density
of contact interfaces, which serves as a mathematical model for the grain-structure of the
crystalline morphology. In Section 3 we set up a general optimal control problem for polymer
crystallization processes, special cases of which are discussed in Section 4. The final Sec-
tions 5 and 6 are devoted to a detailed discussion of the spatially homogeneous case and some
numerical experiments related to the arising optimal-control problem.

1.1. INDUSTRIAL PROCESSING AND OPTIMAL STRUCTURES

Under industrial processing conditions, the aim is to produce homogeneous material structures
with good mechanical properties. Since the yield stress σγ of the crystallized material is related
to the average grain diameter d via the so-called Hall-Petch relation (cf., e.g., [8])

σγ = Kd− 1
2 + σ0, (1.1)
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where K is a positive constant and σ0 is a constant offset; optimal mechanical properties are
directly related to optimal morphological properties. The optimality criterion for the crystal-
line morphology is a fine-grained structure, which is close to spatial homogeneity. In practice,
the latter can be realized only on a meso- or macroscale, i.e.; local averages over appropriate
sets (in the same way as for the crystallinity ξ ) should be homogeneous. In Section 3, we
will develop a mathematical model for these phenomenological criteria, leading to a cost
functional that incorporates a pay-off between small grain sizes and spatial homogeneity of a
relevant morphological state variable, namely the contact interface density.

The design quantity under industrial processing conditions is the temperature q at the
boundary of the sample, which can be realized by an appropriate cooling strategy, the speed
of cooling is limited for physical and technological reasons and therefore we have a constraint
of the form

−a ≤ ∂q

∂t
≤ 0, a.e. on ∂� × (0, S), (1.2)

with some constant a > 0. In addition, it is necessary that a certain degree of crystallinity is
achieved at the final time S, which causes a second constraint of the form

ξ(x, S) ≥ 1 − b, a.e. in �, (1.3)

with a small constant b > 0. Obviously, these two restrictions can be satisfied only if the final
time S is not too small (since a limited speed of cooling also implies limits for nucleation and
growth), but this is usually guaranteed from previous experiments.

We want to mention that an optimization of the morphological structure for fixed final time
S might not be the only interesting approach for the optimization of industrial processing.
An important problem for efficient manufacturing would be to minimize the processing time
S, with some restrictions on cooling, final crystallinity and on the final morphology. Such ap-
proaches to optimal processing are, however, beyond the scope of this paper and will therefore
be left to future research.

2. Models for crystallization and heat transfer

On a microscopic scale, a crystallization process can be described by the sets �t
j , j =

1, . . . , N , which denote the individual crystals at time t > 0. To each crystal, a nucleation
event (Xj , Tj ) ∈ � × R+ is associated, which consists of a random variable Tj for the time
of the nucleation and a random variable Xj for the location. Under the usual conditions, the
nucleation process can be modeled as an inhomogeneous Poisson process in space and time
(cf. [9, 10]), and a reasonable model for the nucleation rate α is given by

α(x, t) = Ṅ(T (x, t)) + ∂

∂t
Ñ(T (x, t)), (2.1)

with appropriate material functions Ṅ and Ñ , depending on the temperature T (cf. [11]).
For typical polymeric materials and temperature regimes, the second term is dominating and
therefore it is assumed that Ṅ ≡ 0, which will also be done in the remainder of the paper.
Once nucleated, a crystal grows in a normal direction with growth rate g, whose dependence
upon the space variable x and time t is due to its dependence upon the underlying temperature
field (cf. [11, 12, 4])

g(x, t) = G(T (x, t)). (2.2)
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Thus, heat transfer in the material is the driving force of the crystallization process (via
nucleation and growth); but vice versa it is influenced by the solidification process via the
latent heat L released during the moment of phase change. A mathematical model for the heat
transfer process is given by (cf. [13, 9])

∂T

∂t
= D	T + L

∂

∂t
I�t , (2.3)

where I�t is the indicator function of the crystalline phase �t = ⋃
�t

j . Note that this heat-
transfer model coupled to the growth of crystals can also be interpreted as a moving-boundary
problem in �t and � − �t , with appropriate conditions at the interface between the phases
(cf. [14] for further details).

For typical polymeric materials, a crystallization process involves three natural scales (cf.
[13, 9]):
− A microscale at which the growth of crystals occur (note that G is rather small in general).
− A mesoscale, at which we may consider the crystals to be numerous, but still small to a

typical size for temperature.
− A macroscale corresponding to the heat-transfer process.

On a macroscopic scale, the crystallization is usually described by corresponding averaged
values, i.e.,

ξ(x, t) := E [I�t (x)] , θ(x, t) := E [T (x, t)] . (2.4)

The function ξ is called degree of crystallinity; it coincides with the probability that the point
x is covered by the crystalline phase at time t . In [9], a coupled system of random differential
equations for the stochastic quantities I�t , T together with the metric surface density ustoch and
the oriented surface density vstoch has been derived. By a heuristic “law of large numbers” an
associated hybrid model describing the evolution of θ , ξ and the mean free surface densities
u and v, has been deduced:

∂θ

∂t
= D	θ + L

∂ξ

∂t
(2.5)

∂ξ

∂t
= G(θ)(1 − ξ)u (2.6)

∂u

∂t
= div (G(θ)v) + F d(Ñ,G, θ), (2.7)

∂v

∂t
= ∇(G(θ)u), (2.8)

where Fd is a dimension-dependent source term, given by

F2(Ñ,G, θ) = 2πG(θ)Ñ(θ), (2.9)

for � ⊂ R
2, and by

F3(Ñ,G, θ) = 4πG(θ)

∫ t

0
G(θ)Ñ(θ) ds, (2.10)

for � ⊂ R
3. We will focus on the case d = 2 in the following, but we want to mention that

analogous reasoning is possible for d = 3, too.



Optimal control of polymer morphologies 343

The above system of differential equations is usually supplemented by the initial values

θ = θ0, ξ = u = 0, v = 0, (2.11)

at t = 0, and by the boundary conditions

∂θ

∂ν
+ β(θ − q) = 0 (2.12)

u + v.ν = 0 (2.13)

on ∂�×R+, where ν is the unit outer normal vector. For the sake of simplicity we consider the
case of a very large heat-transfer coefficient β, which allows to approximate the Robin-type
boundary condition (2.12) by

θ = q on ∂� × R+. (2.14)

2.1. MORPHOLOGICAL STATE VARIABLES

In order to predict the material properties of a solidified sample, also other structure variables
are needed, which are usually called morphological state variables. A fundamental morpholo-
gical state variable is the crystal density 
(x, t), which represents the density of the expected
number of crystals per unit of volume; the evolution of this density can be computed from the
knowledge of the degree of crystallinity and the nucleation rate only, via


(x, t) =
∫ t

0
(1 − ξ(x, s))α(x, s) ds. (2.15)

where α denotes the nucleation rate. The distribution 
 gives the number of crystals per unit
of volume, i.e., for a set A ⊂ �, the quantity

Nt(A) :=
∫

A


(x, t) dx

gives the expected number of crystals in S at time t , which is a good approximation to the real
number of crystals in S if the set is of meso- or macroscopic size.

Another important quantity is the contact-interface density γ , which represents the spatial
distribution of contact interfaces between distinct crystals and is of particular importance for
the prediction of the mechanical properties of the solidified material. In the special case
of spherulitic crystallization, which corresponds to isothermal experiments, there exists a
well-developed theory (cf. [15–19]), which heavily uses the spatial invariance of the contact-
interface density. In the general case of spatially heterogeneous nucleation and growth, which
is the case in non-isothermal crystallization, this property does not hold, and therefore a
localized theory for the contact-interface density is needed. Such a local approach has been
introduced recently by the authors (cf. [20, 21]), and is based on local spherical distributions,
a well-studied concept in stochastic geometry. More precisely, the local density of contact
interfaces, denoted by γ (x, t), is defined via

γ (x, t) = lim
r↓0

E[µn(�t
n ∩ Br(x)]

µd(Br(x))
, (2.16)
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where �t
n denotes the (random) set of all contact interfaces of Hausdorff dimension n (equal

to 1 for d = 2, and 2 for d = 3). For � ⊂ R
d , d ≥ 2 it has been shown (cf. [21]) that γ is

related to the mean free surface density u and the degree of crystallinity ξ via the differential
equation

∂γ

∂t
= cdg(1 − ξ)u2, γ |t=0 = 0, (2.17)

where cd is a dimension-dependent constant, and g is the growth rate (as above). For the sake
of simplicity we rescale γ such that cd = 1 in the following.

The contact-interface density is directly related to the grain structure of the material, since
a high value of γ indicates many small crystals, whereas a small value indicates few interfaces
and therefore either few or rather large crystals. Moreover, if γ is close to a constant distribu-
tion in �, we may expect a uniform structure of the material. We finally mention that also the
quantity 
 could be used as an indicator for the crystalline structure in principle, but since it is
a density for the distribution of the crystals only, we have to expect that it contains much less
information about the grain sizes. Therefore, we will use the contact-interface density as the
main morphological variable to be incorporated into an optimization criterion in the following
section.

3. Optimal cooling strategies

In this section we will set up a control problem that can be used for optimizing the crystalline
structure of the final sample. Since we can only control the temperature at the boundary, our
main task is then to find an optimal cooling strategy, with the restrictions introduced in Section
1.1. We start with the construction of an appropriate cost functional.

3.1. COST FUNCTIONAL

The discussion in the previous sections shows that a cost functional to be minimized in order
to obtain an optimal morphology should consist of three parts: a first one corresponding to the
aim of “many, small crystals”, a second one corresponding to the aim of spatial uniformity
and a third one to keep the cooling strategy as close as possible to an a-priori strategy q∗,
which can represent e.g. the cooling strategy used so far. This combination is realized via the
cost functional

C(γ, q) := −
∫

�

γ (x, S) dx + κ

2

∫
�

|∇γ (x, S)|2 dx + ηD(q − q∗). (3.1)

Clearly, the first term corresponds to the goal of maximizing the contact-interface density in
� and the second term to the goal of minimizing the variation of γ with respect to the spatial
variable. The penalty parameter κ accounts for the pay-off between these two terms: a large
value of κ ∈ R+ causes the second goal to dominate, while a small value means that mainly
the total surface of the contact interfaces in � is maximized. The third term D can be chosen,
e.g., as the square of a norm or seminorm on the space of controls q; we will present some
interesting examples in Section 4. An alternative to the cost functional (3.1) is given by

Cp(γ, q) := −
∫

�

γ (x, S) dx + κ

p

∫
�

|∇γ (x, S)|p dx + ηD(q − q∗), (3.2)



Optimal control of polymer morphologies 345

with 1 ≤ p < ∞, which causes a slightly different structure of the optimal distribution γ . For
instance, in the case of p = 1, it is well-known that the second term in (3.2) favors piecewise
constant functions γ as optimal solutions.

From a mathematical point of view, the cost functional C defined by (3.1) is well-defined
for γ ∈ C([0, S];H 1(�)), where we use the Soboloev space H 1(�) = W 1,2(�) (cf., e.g.,
[22] for an overview of Sobolev spaces and [23] for general notation). The modified cost
functional Cp from (3.2) is well-defined on the space C([0, S];Lp(�)), but not convex in
general. However, the convexity of the cost functional does not ensure the convexity of the
optimal-control problem arising when the minimization of the cost is coupled to the evolution
equations for γ , which may introduce non-convexity to the problem due to their nonlinear
structure.

3.2. STATE AND CONTROL VARIABLES

As noticed above, the optimal control of the morphology consists of minimizing the func-
tional C defined in (3.1), supplemented by the constraints introduced by the underlying state
equations (2.5–2.8) and (2.17), the initial and boundary conditions eqrefinitialc, (2.13), (2.14),
as well as by the technological constraints (1.2), (1.3).

As is usual for optimal-control problems, we can split the quantities arising in the problems
into the state variables (γ, ξ, u, v, θ) and the control variable q. Appropriate function spaces
for the state variables depend on the analysis of the state equations, which is not available in
the most general case, so far. In some particular case, this analysis can be carried out and will
therefore be presented in Section 4.

A minimal demand on the choice of function spaces for the state is that the cost functional
and the terms involved in the additional constraints are well-defined on these spaces. This
implies in particular γ ∈ C(0, S;H 1(�)) as noticed above and the constraint (1.3) makes a
choice like

ξ ∈ H 1(0, S;L2(�))

favorable.
Summing up, we have to solve the minimization problem

C(γ, q) → min
(γ ,q)∈V×Qad

. (3.3)

In the following sections we will discuss some limiting cases for the crystallization process,
which clarify different aspects of the morphology control problem.

4. Special cases

In this section, we will investigate some special cases of the crystallization model obtained,
either as scaling limits or for simple geometric situations. We start with the spatially homogen-
eous case, where the cost functional reduces to the first (linear) term and an optimal-control
strategy consists of maximizing the total surface of the contacts, since the resulting inter-
face density is spatially homogeneous anyway. The second special case arises for constant
growth rate, which is a limit for materials where the temperature variance of the nucleation
rate dominates the one of the growth rate; it clarifies the coupling between hyperbolic and
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parabolic parts of the model. Finally, we investigate the control in the generalized Avrami-
Kolmogorov model, which can be interpreted as a scaling limit. There the model reduces
to an integro-differential equation for the temperature and we obtain a control problem of
parabolic type.

4.1. SPATIAL HOMOGENEITY

In certain applications one must deal with crystallization in a sample with very small height,
i.e., in a domain of the form � × [0, h], with h � 1 and � ⊂ R

3, with strong cooling on
bottom and top of the sample (i.e., in � × {0} and � × {h}). In this case it is reasonable to use
the two-dimensional crystallization model, but the heat-transfer model changes to

∂θ

∂t
= β(θ − q) + K

∂ξ

∂t
, (4.1)

with appropriate constants β and K, and q is the outside temperature (cf. [24] for further
details).

If q is homogenous in space, which is the typical case in such applications, the crystalliz-
ation and heat-transfer model admits a spatially homogenous solution and, as a consequence,
also the contact interface density γ is homogeneous with respect to space. Hence, we obtain
the simplified optimal-control problem (with η = 0)

C(γ )|�|−1 = γ (S) → min
γ

, (4.2)

subject to the equality constraints

∂γ

∂t
= G(θ)(1 − ξ)u2, γ (0) = 0, (4.3)

∂ξ

∂t
= G(θ)(1 − ξ)u, ξ(0) = 0, (4.4)

∂u

∂t
= F(θ), u(0) = 0. (4.5)

∂θ

∂t
= β(θ − q) + K

∂ξ

∂t
, θ(0) = θ0, (4.6)

where F(θ) := 2πG(θ)Ñ(θ), and the inequality constraints

−a ≤ ∂q

∂t
(t) ≤ 0, ∀ t ∈ [0, S], (4.7)

ξ(S) ≥ 1 − b. (4.8)

The set of admissible controls is given by

Qad := {
q ∈ C([0, S]) | q(0) = θ0, q is piecewise C1 on [0, S],

and satisfies (4.7)
}
. (4.9)

Thus, in this case we obtain a state-constrained optimal-control problem for a system of
ordinary differential equations, the cost functional is linear. A detailed analysis and solution
methods for this problem will be presented in Section 5.
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4.2. AVERAGED GROWTH

For some polymeric materials, the nucleation rate Ñ is much more sensitive to temperature
variation than the growth rate G and dominates the process. In this case, the growth rate can
be approximated by a constant average value, without restriction of generality we assume that
G ≡ 1. If we introduce the new variable ϕ satisfying

∂ϕ

∂t
= u, ϕ(0) = 0, (4.10)

then the functions (ξ, u, v) can be eliminated from the crystallization model, since they are
determined from ϕ by the relations

ξ(x, t) = 1 − e−ϕ(x,t), u(x, t) = ∂φ

∂t
(x, t), v(x, t) = ∇ϕ(x, t). (4.11)

We want to mention that ϕ has the physical meaning of a mean free volume density of the
crystals grown in the absence of impingement (cf. [13, 11] for further details).

With the new variable ϕ, the crystallization model can be transformed to a wave equation
with temperature dependent source, i.e.,

∂2ϕ

∂t2
= 	ϕ + F(θ), ϕ|t=0 = 0, (4.12)

in � × (0, S), with the boundary condition

∂ϕ

∂t
+ ∂ϕ

∂ν
= 0 (4.13)

on ∂� × (0, S). This equation is coupled to the heat equation (assuming without restriction of
generality that D = K = 1)

∂θ

∂t
= 	θ + e−ϕ ∂ϕ

∂t
, θ |t=0 = θ0, (4.14)

supplemented by the boundary condition (2.14). Thus, the underlying state equations are a
parabolic and a hyperbolic equation with coupling in the source terms, which involve only
lower-order derivatives with respect to time and space.

In this case we can choose the controls q ∈ Q = H 2,1(∂� × (0, S)) and the penalty term
D as

D(r) := 1

2
‖r‖2

H 2,1(∂�×(0,S))
(4.15)

in the following. We note that Q ↪→ H
3
2 , 3

4 (∂� × (0, S)), which implies that θ ∈ H 2,1(� ×
(0, S)) and ϕ ∈ H 2,2(� × (0, S)) for sufficently regular domain � (cf. [25] for regularity
results for evolution equations). For detailed results on the analysis of this system we refer to
[2].

4.3. AVRAMI–KOLMOGOROV MODELS

The modelling approach by Avrami and Kolmogorov was used in its original form for spatially
homogeneous crystallization (cf. [26, 27]), where the shape of the crystals is spherical until an
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impingement effect occurs. In this case, the mean free-surface density u is determined by the
equation

∂u

∂t
= F(θ), u(0) = 0, (4.16)

with F = 2πGÑ as above. The relation (4.16) is frequently used for non-isothermal crys-
tallization, too, coupled to the evolution equations (2.5), (2.6) (cf., e.g., [28, 29, 30]), where
the growth of the crystal is computed as spherical growth driven by the growth rate for the
temperature at the center of the spherulite. It can be shown that (4.16) is a scaling limit of (2.7),
(2.8) for large nucleation rate and small growth rate (cf. [24, 13]); the physical interpretation
of this approximation is that for small crystals the growth rate at the grain boundary and at the
center do not differ significantly and the crystals cannot grow large due to the high number of
nucleation events.

The state equations in the case of the generalized Avrami-Kolmogorov model can be
rewritten in terms of the functions ϕ introduced in the previous sections together with the
temperature θ and the mean surface density u, which yields (4.14) coupled to the second-order
evolution equation

∂ϕ

∂t
= G(θ)u, ϕ|t=0 = 0, (4.17)

∂u

∂t
= F(θ), u|t=0 = 0, (4.18)

We want to mention that we can compute the functions ϕ and u as integrals of the temperature
θ in this case, namely as

u(x, t) =
∫ t

0
F(θ(x, s)) ds, (4.19)

ϕ(x, t) =
∫ t

0
G(θ(x, τ))

∫ τ

0
F(θ(x, s)) ds dτ. (4.20)

As a direct consequence, the heat equation can be rewritten as an integro-differential equa-
tion, which simplifies the analysis. For numerical purposes the differential formulation of the
Avrami-Kolmogorov model seems to be of advantage, since one can apply standard discret-
ization methods for ODEs and parabolic PDEs. A simple, but nonetheless successful way to
construct an efficient numerical scheme is to integrate the evolution equations for u and ϕ

by an explicit method, before an implicit time step for the heat equation is performed. An
alternative way is to discretize with respect to the spatial variable first and to apply integration
methods (such as, e.g., Runge-Kutta schemes) directly to the arising system of ODEs.

5. Solution of the spatially homogeneous problem

Now we turn our attention to the spatially homogeneous problem presented in the previ-
ous section. We shall discuss the existence of a minimizer as well as first-order optimality
conditions and numerical methods for the solution of the problem.

5.1. EXISTENCE OF A MINIMUM

In the following we investigate the well-posedness of the state equation (4.3–4.6) and the
solvability of the optimal-control problem (4.2–4.8).
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Proposition 5.1. Let F and G be Lipschitz-continuous and bounded on R and let q ∈ Qad .
Then the initial-value problem (4.3–4.6) has a unique solution

Zq := (γ, ξ, u, θ) ∈ C1([0, S])4. (5.1)

Moreover, there exists a constant c ∈ R
+, such that for all q1 and q2 in Qad , the estimate

‖Zq1 − Zq2‖C1([0,S)] ≤ c‖q1 − q2‖C([0,S)]. (5.2)

Proof. Under the above assumptions, the state equations (4.3–4.6) can be rewritten as an
initial-value problem for the ordinary differential equation

dZq

dt
(t) = R(Zq, q), t ∈ [0, S],

where

R((γ, ξ, u, θ), q) =




G(θ)(1 − ξ)u2

G(θ)(1 − ξ)u

F(θ)

β(θ − q) + KG(θ)(1 − ξ)u


 ,

where R is a Lipschitz-continuous function (and consequently continuous with respect to
t , since q ∈ C([0, S]). Thus, the existence and uniqueness of a solution follows from the
Picard-Lindelöf Theorem and (5.2) can be deduced in a straightforward way, noticing that R

is Lipschitz-continuous with respect to q and that Qad is a bounded set in C([0, S]).
The assumptions in Proposition 5.1 on the functions G and F are equivalent to the Lipschitz-

continuity and boundedness of the material functions G and Ñ , which is fulfilled in typical
models for these functions (cf. [11, 3]). Using the above well-posedness result for the state
equation, we can also ensure the existence of a minimizer for (4.2), under the additional
assumption that the inequality constraints (4.7) and (4.8) are consistent:

Theorem 5.2. Let F and G be Lipschitz-continuous and bounded on R and assume that the
admissible set of functions (Z, q) ∈ C1([0, S])4 ×Qad satisfying (4.3–4.8) is nonempty. Then
the optimal control problem (4.2–4.8) has a solution (Z∗, q∗) ∈ C1([0, S])4 × Qad .

Proof. Since the admissible set defined by (4.3–4.8) is compact in the space C([0, S])5, there
exists a sequence (Zk, qk) satisfying (4.3–4.8), which is convergent in C([0, S]) and such that

−γk(S) → inf(−γ (S)),

where the infimum is taken over all admissible points.
By standard techniques one can now show that the limit (Z∗, q∗) ∈ C1([0, S])4 × Qad is

a solution of (4.3–4.6) and is still admissible. Since the functional γ �→ −γ (S) is continuous
on C([0, S]), we may conclude that

−γ ∗(S) = inf(−γ (S)),

i.e., (Z∗, q∗) is a solution of (4.2–4.8).
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5.2. FIRST-ORDER OPTIMALITY

In the following we turn our attention to the first-order optimality conditions for (4.2–4.8),
the so-called Karush-Kuhn-Tucker system. In the following we will always assume that F

and G are continuously differentiable on R, and we will use the notation C+([0, S]) for the
half-space

C+([0, S]) := { µ ∈ C([0, S]) | µ(t) ≥ 0,∀ t ∈ [0, S] }. (5.3)

It is well-known that the solution of an optimal control of the form (4.2–4.8) is also a
saddle-point of the corresponding Lagrange functional L (cf. [31, 32]) defined by

L(Z, q;P,M) := −γ (S) +
∫ S

0
P(t)T

(
dZ

dt
(t) − R(Z(t), q(t))

)
dt

+
∫ S

0

(
µ1(t)(a + dq

dt
) − µ2(t)

dq

dt

)
dt + µ3(ξ(S) − 1 + b), (5.4)

with P = (λj )j=1,...,4 ∈ C([0, S])4, M = (µ1, µ2, µ3) ∈ C+([0, S])2 × R
+, i.e.,

L(Z∗, q∗;P ∗,M∗) = inf
(Z,q)

sup
(P ,M)

L(Z, q;P,M). (5.5)

In this setup, P is the Lagrangian variable corresponding to the equality constraints (4.3–4.6),
and M is the Lagrangian variable corresponding to the inequality constraints (4.7), (4.8).

The first-order optimality conditions can now be computed from the condition

∂

∂(Z, q)
L(Z∗, q∗;P ∗,M∗)(Z − Z∗, q − q∗) ≥ 0, (5.6)

for all (Z, q) satisfying (4.7), (4.8).
We start this derivation from the partial derivatives with respect to the unconstrained vari-

ables γ , u and θ , for which equality holds in (5.6). After tedious calculation we obtain λ∗
1 ≡ 1

and

0 = dλ∗
3

dt
+ G(θ∗)(1 − ξ ∗)(2u∗ + λ∗

2 + Kλ∗
4), (5.7)

0 = dλ∗
4

dt
+ G′(θ∗)(1 − ξ ∗)u∗(u∗ + λ∗

2 + Kλ∗
4) + F ′(θ∗)λ∗

3 + βλ∗
4, (5.8)

supplemented by the terminal conditions λ∗
3(S) = λ∗

4(S) = 0.
For the optimality with respect to ξ , the situation is more difficult; here we obtain that

0 = dλ∗
2

dt
− G(θ∗)u∗(u∗ + λ∗

2 + Kλ∗
4), (5.9)

supplemented by the terminal condition λ∗
2(S) = µ∗

3. If ξ(S) �= 1 − b, where the according
Lagrange multiplier µ∗

3 equals zero and we conclude that λ∗
2(S) = 0.

Finally, we derive the optimality condition with respect to the control q, which yields a
differential equation for the Lagrange-parameters µ1 and µ2, namely

d

dt
(µ∗

1 − µ∗
2) = βλ∗

4, µ∗
1(S) = µ∗

2(S). (5.10)
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5.3. STRUCTURE OF THE SOLUTION: A BANG-BANG PRINCIPLE

In the following we investigate the structure of a stationary point, i.e., a state Z∗, a control q∗
and according Lagrange variables satisfying the first-order optimality conditions deduced in
the previous section. To this end we assume that F and G are nonnegative functions which
are monotonely non-increasing in the temperature range of interest.

A first observation is that the difference between the Lagrange variables µ1 and µ2 satisfies

µ∗
1(t) − µ∗

2(t) =
∫ t

S

βλ∗
4(s) ds, (5.11)

which follows from (5.10). Together with the nonnegativity of the Lagrange variables and the
complementarity conditions

µ∗
1(t)

(
a + dq∗

dt
(t)

)
= µ∗

2(t)
dq∗

dt
(t) = 0, (5.12)

this implies a bang-bang principle for the solution, i.e., for almost all t ∈ (0, S) we either have
dq

dt
(t) = −a, dq

dt
(t) = 0 or the integral on the right-hand side of (5.11) vanishes.

For some special cases we will show in the following that the third case cannot occur on
an open time interval and thus, an optimal cooling strategy is a combination of time intervals
with either maximal cooling or temperature kept fixed.

5.4. SPECIAL CASES

In the following we examine some special cases that provide further insight into the optimal-
control problem and the structure of its solutions.

5.4.1. Averaged growth
In the following we assume that G is constant and F is a nonnegative, continuously dif-
ferentiable function, which allows some further investigations on the structure of optimal
controls.

Suppose that the right-hand side in (5.11) is identical zero in a time interval (t1, t2), which
is only possible if λ∗

4 ≡ 0 in (t1, t2). Then (5.8) reduces to F ′(θ∗)λ∗
3 = 0 and, thus, we either

have that λ∗
3 ≡ 0 or F ′(θ∗) ≡ 0 on an open subinterval of (t1, t2). We shall examine these

two cases in the following; without restriction of generality we assume that this subinterval
coincides with (t1, t2).

If we assume that the nucleation rate is constant below the glass-transition temperature
and above the melting point, then F ′(θ∗) = 0 occurs in these two temperature regions. If we
assume that F has a single extremal point (a maximum) in this temperature range, then the
only other case where F ′(θ∗) = 0 occurs if the temperature is kept constant at this maximizing
value.

If λ∗
3 ≡ 0, we may deduce together with (5.7) that λ∗

2 = −2u∗ in (t1, t2) and (5.9) implies
that

du∗

dt
(t) = G

2
u∗(t)2.

Hence, we obtain that either u∗ ≡ 0 in (t1, t2) or u∗(t) = (c − Gt)−1 for some positive real
number c > Gt2. Together with the evolution equation for u∗ this yields that

F(θ∗) = du∗

dt
= G

2
u∗(t)2 = G

2(c − Gt)2
,
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which implies that

θ∗ = F−1

(
G

2(c − Gt)2

)
,

where F−1 is the inverse function of F in the temperature range occuring in (t1, t2), which ex-
ists because we have excluded the possibility of F ′(θ∗) = 0 here. Moreover, we can compute
the degree of crystallinity in this time interval via

ξ ∗(t) = 1 − d0e−G
∫ t
t1

u∗(s) ds = 1 − d0
c − Gt

c − Gt1
= 1 − d(c − Gt)

for some positive real number d0 and d = d0(c − Gt1)
−1 > 0. This means that the degree of

crystallinity grows with constant speed dG in this time interval.
Thus, we have identified five different possibilities, one of which an optimal control must

satisfy:
1. The temperature is kept below the melting point in an initial time interval, which implies

that F(θ∗) = 0 and, thus, the crystallization starts with some delay. The occurence of this
case gives evidence that the final time S is chosen too large and can be reduced by the
length of the initial time interval without any consequences for the result;

2. The temperature is kept below the glass-transition temperature for some time interval,
which implies that no further crystallization occurs;

3. The temperature is kept constant at the maximizing value of the nucleation rate for some
time interval;

4. One of the constraints on the control is active, i.e., either dq

dt
= 0 or dq

dt
= −a;

5. The degree of crystallinity grows with constant speed (proportional to G) over some time
interval.

5.4.2. Strong asymptotics
Below we obtain the spatially homogeneous case as a limit of the three-dimensional case if
the height of the sample is sufficiently small. Since this height is proportional to β−1, we may
expect β to be very large compared to other parameters. If we have, in particular, that β � 1
and β � KG, the re-heating effect in the heat equation is negligible and the control variable
q is a good approximation for the temperature θ . Since q(0) = θ(0), there is also no initial
time layer with bad approximation properties as one usually would obtain for β−1 → 0. Thus,
it seems reasonable to eliminate the state equation for the temperature and to act directly on
the temperature as the control variable, which yields the new state equation

d

dt


 γ

ξ

u


 =


 G(θ)(1 − ξ)u2

G(θ)(1 − ξ)u

F(θ)


 .

In an analogous way to the computations above we can also derive first-order optimality
conditions in this case, now for a reduced set of Lagrange parameters (λ1, λ2, λ3;µ1, µ2, µ3).
The optimality conditions for λi lead again to λ∗

1 ≡ 1 and

d

dt

(
λ∗

2
λ∗

3

)
=

(
G(θ∗)u∗(u∗ + λ∗

2)−G(θ∗)(1 − ξ ∗)(2u∗ + λ∗
2)

)
.

The Lagrange-parameters µ1 and µ2 satisfy the complementary conditions and the equation

d

dt
(µ∗

1 − µ∗
2) = −G′(θ∗)(1 − ξ ∗)u∗(u∗ + λ∗

2) − F ′(θ∗)λ∗
3, µ∗

1(S) = µ∗
2(S),
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Figure 2. Plot of the material functions F (above) and G (below) vs. temperature.

the condition for µ3 remains unchanged to the general case.
We want to mention that for constant growth rate G, an analogous reasoning as in the

general case is possible, which reduces the behavior of optimal controls again to five cases.

6. Numerical experiments

For our numerical experiments we investigate the spatially homogeneous problem, first in the
strong asymptotic case β−1 = 0 and then in the general case, which permits re-heating and
therefore yields a more complex problem.

The parameters used in the model are oriented on the values for isotactic polypropylene
(i-PP), which can be found, e.g., in [13]. The constraint on the cooling temperature is given
by a = 0·5 K per second (except in one example with a = 2 Ks−1), which is a typical cooling
speed in polymer processing. The parameter for the state constraint was chosen as b = 0·1
and the processing time was S = 3 minutes. The material functions F and G we used for our
computations are shown in Figure 6.

The problem is solved numerically by performing first an implicit time discretization and
by applying a sequential quadratic programming-type method to the ensuing finite-dimensional
system of equations. All computations have been performed using the software system MAT-
LAB, the optimization algorithm was taken from the MATLAB Optimization Toolbox.

6.1. SOLUTION FOR β−1 = 0

In this special case we have performed a numerical test starting from the uniform initial
temperature q ≡ Tm and the corresponding degree of crystallinity ξ ≡ 0 and the surface
density u ≡ 0. This initial value is non-feasible in the sense that it does not satisfy the state
constraint, but this is not required by the optimization algorithm we use.

The optimization algorithm computed an optimal solution with final density γ ∗(S) =
2·28 × 108. The resulting optimal control q∗ is plotted on the left side of Figure 6.1, from
which one observes that maximal cooling is optimal in almost the whole time interval. This
numerical result is not really surprising, since the re-heating effect is not present in this test
case and the cooling speed is not extremely high (so that the temperature is always below
the maximum of the material functions). The evolution of the degree of crystallinity and of
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Figure 3. Optimal cooling temperature q∗ = θ∗ for a = 0·5 Ks−1 (above) and for a = 2 Ks−1 (below).

Figure 4. Evolution of crystallinity ξ∗ and surface density u∗ for a = 0·5 Ks−1.

the surface density are shown in Figure 6.1; as usual most crystals are produced and grow in
medium time interval.

For an increased cooling speed (to a = 2 Ks−1), the situation is slightly different, as one
observes in the right plot in Figure 6.1 and in Figure 6.1, where the optimal cooling strategy
and the corresponding evolution of crystallinity and surface density are shown. In this case,
the optimal control is obtained by (almost) maximal cooling only in the second half of the
time interval, a further temperature increase does not yield a higher contact-interface density,
since the material is completely crystallized. An interesting consequence of this result is that
the processing time could be reduced significantly with the same quality of the final product.
The (negative) objective value in this case is γ ∗(S) = 2.94 × 108, which is not much larger
than in the previous case with slower cooling.

6.2. SOLUTION IN THE GENERAL CASE

In the general case we consider two different numerical examples illustrating the effect of
the latent heat, which represents the essential difference with the strongly asymptotic case
investigated above. In the first case we chose β = −104 and K = 1K, which corresponds to
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Figure 5. Evolution of crystallinity ξ∗ and surface density u∗ for a = 2 Ks−1.

Figure 6. Optimal cooling strategy q∗ and evolution of the temperature θ∗ for β = −104; K = 1.

a rather low latent heat, while the second example was carried out with the parameter settings
β = −103 and K = 100K. In both cases we chose a = 0·5 Ks−1, b = 0·1 S = 3 minutes,
i.e., in the same way as in the first example above.

The optimal controls q∗ determined in the first case and the corresponding temperature
evolutions θ∗ are plotted in Figure 6.2. One observes that in this case the solution does not
differ much from the one obtained for β−1 = 0, i.e., it seems that the parameters are close
enough to the asymptotics such that one could obtain a reasonable result with the reduced
model used in the examples above. This is also reflected by the objective value γ ∗(S) =
2·28 × 108, which is almost the same as for β−1 = 0. The effect of latent heat is still very
small compared to the effect of the small sample height leading to a large value of β. A
comparison of the cooling temperature q∗ and the effective temperature θ∗ shows even more
clearly that the difference is almost neglible. The evolution of the degree of crystallinity ξ ∗
and of the surface density u∗ are shown in Figure 6.2.

Not surprisingly, the situation differs in the second case, i.e., for smaller β (= 103) and
larger latent heat (K = 100 K), which can be observed from Figures 6.1 and 7. The optimal
cooling is now slower than in the previous case and the resulting temperature evolution shows
significant differences in the cooling temperature. In addition, one clearly observes the re-
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Figure 7. Evolution of crystallinity ξ∗ and surface density u∗ for β = −104; K = 1.

Figure 8. Optimal cooling strategy q∗ and evolution of the temperature θ∗ for β = −103; K = 102.

heating effects due to the release of latent heat in the plot of θ∗ in Figure 6.2. The objective
value in this case is γ ∗(S) = 2·77 × 108, which is larger than for low latent heat, i.e., the
re-heating effect supports fine grained structures.

7. Concluding remarks

We have formulated a rather general optimal control problem for the purpose of obtaining
materials of optimal structure by controlling the cooling temperature during the solidifica-
tion process. In the most general case, our approach yields an optimal-control problem for
a system of time-dependent partial differential equations in three spatial dimensions, whose
(challenging) numerical solution we leave to future research.

Because of their practical importance and in order to obtain further insight into the optimal-
control problem, we have discussed several special cases, some of them leading to optimal-
control problems for systems of ordinary differential equations. An investigation of the cor-
responding optimality system showed that the optimal solution must satisfy a bang-bang
principle, which implies that the optimal cooling strategy is a combination of five different
simple strategies.
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Figure 9. Evolution of crystallinity ξ∗ and surface density u∗ for β = −103; K = 102.

The theoretical results are supported by numerical experiments carried out for special
cases, which exhibit the bang-bang type structure of the optimal control. Moreover, the nu-
merical results give further insight in the behaviour of the solution regarding its dependence
on some material and process parameters such as the latent heat and the maximum cooling
speed.
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